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Glossarya

ess point (AP) An entity that has station fun
tionality and provides a

ess to thedistribution servi
es, via the WM.ad ho
 network (IBSS) Formed by nodes that 
an dire
tly 
ommuni
ate with ea
hother.Address Resolution Proto
ol (ARP) Link layer proto
ol used to resolve MAC ad-dresses.ba
kward hando� The MN initiates the hando� request to the 
ommuni
ating MA.
are-of address (CA) With the aid of the FAs, HA only needs to know under whi
h FAthe MN is in 
are of, i.e., the MN registers with the HA the lo
ation of the FA. Theaddress for this FA is 
alled CA. The data pa
kets destined for the MN go throughthe HA and are tunneled up to the LFA or to the MN.
o-lo
ated 
are-of address (CCOA) When the data pa
kets are tunneled up to theMN the MN has to have a CCOA in order for the LFA to be able to establish atunnel to the MN.
ommuni
ating MA A 
ommuni
ating MA is an LFA or HA that the MN is 
onne
tedto.
orrespondent node (CN) Node in the network that 
ommuni
ates with the MN.domain FA (DFA) A FA that assigns a multi
ast address unique within its domain toea
h MN.FA de
apsulation Tunnel endpoint is in the LFA and not in the MN.foreign agent (FA) A router in the FN that provides routing servi
es to the registeredMNs in the FN.foreign network (FN) Any another network than the HN of the MN.forward hando� The MN initiates hando� request to the new MA (see also ba
kwardhando�).forwarding In
ludes a rule, a route and a tunnel that together make up a tunneled datapath for pa
kets to and from the MN in the FA.viii



GLOSSARY ixglit
hless hando� Hando� delays and pa
ket losses due to the hando� are eliminatedfrom the data stream.hando� management (HM) In
ludes the pro
edures and required information neededto make hando�s.hando� poli
y Hando� poli
y is a set of rules that identify the best node that is sele
tedif hando� is required.hando� A pro
ess during whi
h the routing responsibility of a node is handed over be-tween designated MAs.hard hando� The MN 
an not hear the old or the new MA simultaneously during thehando� (see also soft hando�).highest FA (HFA) It is the root for the FA hierar
hy tree. Upper level MA is a HA forthis FA.home agent (HA) A router in the home network of the MN. When MN is in the foreignnetwork, it forwards tunneled pa
kets to the FA or dire
tly to the MN.home network (HN) The IP address of the MN belongs to this network. Every MNhas a home network.horizontal hando� A hando� between APs with same link level te
hnology. E.g., theMN does not need to 
hange the network interfa
e.infrastru
ture network Network that in
ludes an AP that is used to 
ommuni
ate withother nodes in the wireless network (see also ad ho
 network).interfa
e information daemon (IID) Gives informative parameters about the under-lying media used to deliver data pa
kets to the network.intermediate FA (IFA) A FA that is above the LFA and below the HFA in the FAhierar
hy.Internet Proto
ol (IP) The proto
ol that Internet is based on.inter pro
ess 
ommuni
ation (IPC) A method for pro
esses in the operating systemto 
ommuni
ate with ea
h other.lower tunnel An IP-in-IP en
apsulated data path to the lower FA, or when in MNde
apsulation mode, to the MN (see also upper tunnel).lowest FA (LFA) A FA be
omes lowest FA for the MN that is 
onne
ted to it.MA dete
tion (MAD) The MN has to be aware of the available MAs. It in
ludespro
edures that enable the MN to �nd new MAs.ma
ro hando� A hando� in a wireless network with 
ell radius of several kilometerslong (see also mi
ro hando� and pi
o hando�).



GLOSSARY xMA sele
tion (MAS) When MN has to de
ide whi
h MA to use when 
onne
ting tothe network it uses MA sele
tion me
hanism.mi
ro hando� A hando� in a wireless network with 
ell radius of tens or hundreds ofmeters (see also ma
ro hando� and pi
o hando�).MN de
apsulation Tunnel endpoint is in the MN and the MN uses CCOA.mobile assisted hando� (MAHO) The MN 
olle
ts some information needed to dohando� de
isions or otherwise else takes part to the hando� pro
edure initiated bythe network.mobile 
ontrolled hando� (MCHO) The MN makes the hando� de
ision and initi-ates it.mobile node (MN) A host or router that 
an 
hange the point of atta
hment from onenetwork or subnetwork to another without 
hanging the IP address.mobility agent (MA) Provides 
onne
tion for the MN to the home network with pos-sible other MAs. FA and HA are MAs.mobility management (MM) in
ludes hando� management, MA dete
tion and MAsele
tion.monitor A module that uses wireless extensions to improve the MA sele
tion and hando�me
hanisms.network 
ontrolled hando� (NCHO) In NCHOs the network makes hando� de
i-sions and 
olle
ts data that is needed to make the de
ision (see also MCHO andMAHO).next-hop routing Pa
kets are routed in a host by host basis.node information data This database 
ontains information about the MAs the MN hasdete
ted.node sele
tor (NS) Chooses the best available MA a

ording to the priority of the MAs.pi
o hando� A hando� in wireless network with several meters long 
ell radius. Thebandwidth in wireless networks with pi
o 
ell size is higher than in ma
ro 
ell sizewireless networks.poli
y routing (PR) A set of rules for handling in
oming and outgoing pa
kets in therouting engine. PR 
an for example drop, modify and route pa
kets.priority balan
ing (PB) O

urs when the priority of the 
urrent MA is near enoughto the MA with highest priority. The priority of the 
urrent MA is set to the samevalue as the 
ompared MA.priority de
reasing (PDT) The priority of a 
ertain MA is de
reased even the SQ ofthis MA is not de
reased (see also PIT).



GLOSSARY xipriority in
reasing (PIT) The priority of a 
ertain MA is in
reased even the SQ of thisMA is not in
reased (see also PDT).registration proto
ol (RP) The proto
ol that the MN uses when registering to the HAeither dire
tly or via the FA hierar
hy.reverse tunneling Both the MN and CN route pa
kets through the HA when 
om-muni
ating with ea
h other. Pa
kets are tunneled between FAs and HA with FAde
apsulation. With MN de
apsulation pa
kets are tunneled between HA and MN.routing rule (RR) Used to de
ide whi
h routing table to use for the handled pa
ket inthe routing engine.seamless hando� If the user or a program that uses the network bandwidth does notnotify the hando� only by examining the data stream over the network, the hando�is said to be seamless.session key (SK) Unique shared se
ret in a session for se
urity purposes.signal quality (SQ) The di�eren
e between radio signal and noise levels. Signal qualityis measured from re
eived pa
kets.signal quality analyzer The purpose of the signal quality analyzer is to normalize andanalyze the SQs. It 
an use averages of the signal qualities and de
rease, in
rease orbalan
e priorities.signal quality 
olle
tor Colle
ts re
eived SQs into a SQ history.signal quality history Re
eived SQ history. The history is kept in a FIFO bu�er.signal quality sensor Lo
ated in a network devi
e and 
an measure the re
eived andsent signal strengths.signal quality tape (SQT) A �le that 
ontains signal quality and timestamp valuepairs.smooth hando� A seamless and soft hando�.soft hando� In soft hando� the MN 
an hear both the old and the new MA whenswit
hing the 
ommuni
ating MA (see also hard hando�).SQT set A set of SQT �les that were re
orded in the same session.swit
hing FA (SFA) A FA that replies to the MN in lo
alized lo
ation updates.Transmission Control Proto
ol (TCP) Belongs to the Internet proto
ol family. Thisproto
ol is on top of the IP and provides 
onne
tion oriented servi
es.triangle tunneling Used when the MN does not route outgoing pa
kets via HA to theCNs.tunneling Used when pa
kets are en
apsulated into an another pa
ket as the payload.



GLOSSARY xiitwo-phase hando� During the hando� up and downstream routes are handled sepa-rately.upper tunnel An IP-in-IP en
apsulated data path to the upper MA (see also lowertunnel).User Datagram Proto
ol (UDP) A proto
ol that belongs to the Internet proto
olfamily. This proto
ol is on top of the IP proto
ol.verti
al hando� A hando� to wireless overlay network with di�erent 
ell size and linklevel te
hnology.visiting network (VN) The network that MN is 
urrently visiting. A VN is also a FN(see also FN).wireless lo
al area network (WLAN) Wireless networks that are suitable for exam-ple in the oÆ
e environments. The IEEE 802.11 standard is an example WLAN.wireless medium (WM) Uses air interfa
es to deliver data between nodes in the wire-less network.



Chapter 1Introdu
tion
Various portable 
omputing devi
es su
h as laptops, handheld 
omputers, and other per-sonal digital assistants (PDAs) with networking 
apabilities in
reases the demand forseamless 
ommuni
ation both in wired and wireless networks. In
reased use of multi-media 
ontent with mobile 
omputers makes seamless 
ommuni
ation, an essential andrequired feature expe
ted in mobile 
onne
tions. Pra
ti
al mobility management shouldprovide a seamless hando� where the user does not observe 
ommuni
ation disruptions.Internet Proto
ol (IP) [1℄ based mobility management implementations have tradi-tionally ignored link layer information with this respe
t. However, many link layer te
h-nologies provide signal based information that 
an be used by the network layer mobility
ontrol.Traditionally, a user does not need to know the 
ommuni
ation partner that providesthe 
onne
tion to the Internet. This is 
onvenient but 
auses some restri
tions to thesystem. When the user has several possibilities for 
onne
ting to the Internet she maywant to 
hoose or 
hange the 
ommuni
ation partner dynami
ally. For example, the
ost, bandwidth, and available servi
es may 
ause the user to 
hange the 
ommuni
ationpartner, or more pre
isely the poli
y for 
hoosing the gateway to the Internet.

1



CHAPTER 1. INTRODUCTION 21.1 Stru
ture of the thesisThis thesis is 
onstru
ted as follows. Chapter 2 explains the 
ommuni
ation availabilityproblem with Mobile IP in wireless lo
al area networks (WLANs) and the 
riteria foran eÆ
ient solution. It also introdu
es the 
on
ept and general terms of the MobileIP. Chapter 3 des
ribes related work. It is divided into two se
tions as is the solutionfor the problem. The �rst se
tion dis
usses network level hando�s and the se
ond onehando� prioritization and hando� poli
ies. Solution is presented in Chapter 4. Deeperaspe
ts of the solution and detailed implementation is handled in Chapter 5. Evaluationof the system and di�erent performan
e tests are des
ribed in Chapter 6. Finally, in theChapter 7 I present 
on
lusions.



Chapter 2Communi
ation availability2.1 The Mobile IP 
on
eptMobile IP [2, 3℄ is a modi�
ation to the IP that allows nodes to 
ontinue pro
essingdatagrams no matter where they happen to be atta
hed in Internet with the same rea
hableIP address. Control messages allow IP nodes involved to manage their IP routing tablesreliably.Mobile Node (MN) is a host that 
an 
hange the point of atta
hment from onenetwork or subnetwork to another without 
hanging the IP address. It may 
ontinue to
ommuni
ate with other Internet nodes 
alled 
orrespondent nodes (CN), at any lo
ationusing the same IP address, assuming link-layer 
onne
tivity to a point of atta
hment isavailable. Home agent (HA) is a host in the home network (HN) of the MN. It tunnelsdatagrams for delivery to the MN when MN is away from home and maintains 
urrentlo
ation information for the MN. Foreign network (FN) is any other network than the HNof the MN. The FN, where the MN is 
urrently visiting is 
alled visiting network (VN). Aforeign Agent (FA) is a host in a FN. It provides routing servi
es to the registered MNsin the FN. FAs deliver de
apsulated datagrams to the MNs tunneled by the HA and theymay also a
t as default routers for registered MNs.The pa
kets that HAs and FAs route to the registered lo
ation of the MN must bekept inta
t. This is done by pla
ing the original pa
ket within another pa
ket. The outerpa
ket 
ontains IP address of the next hop route to the registered lo
ation of the MN.3



CHAPTER 2. COMMUNICATION AVAILABILITY 4
CN

HA

MN
Internet

Figure 2.1: Basi
 Mobile IPThe re
eiver of the en
apsulated pa
ket 
an then unwrap the outer pa
ket to retain theoriginal inner pa
ket inta
t. This method of en
apsulating IP [4℄ pa
kets within otherIP pa
kets is 
alled IP-within-IP, and the routing of pa
kets with the aid of the wrapperpa
kets is 
alled tunneling [5℄. A FA is 
apable to tunnel pa
kets in both dire
tions, fromthe MN to the HA and from the HA to the MN.The MN is the mobile 
omputer where the user wants to have the Internet available.In addition, she wants to be rea
hable from other 
omputers, even while visiting othernetworks. The IPv4 asso
iates addresses with a 
ertain point of atta
hment somewherein the Internet. All pa
kets destined to a parti
ular 
omputer will be routed through the�xed network. To let the MN move to other networks, there must be a way of routing thepa
kets arriving at the HN to the lo
ation of the MN in the VN. For this purpose, ea
hHN has a HA.HA should always be aware of the 
urrent lo
ation of ea
h registered MN. This isa
hieved by making the MN register to the HA ea
h time it 
hanges the point of atta
hmentin the Internet. Ea
h MN 
an register one of it's IP addresses only to one HA at the time.Figure 2.1 shows situation where there is no FA but the MN is registered to the HAdire
tly and 
ommuni
ates with the CN via the HA.When the pa
ket laten
y between a HA and a MN is high the registration for theMN with the HA 
an take too mu
h time. This 
an happen when the HA is far awayand the MN is re
eiving real-time stream. If MN 
hanges the point of atta
hment while



CHAPTER 2. COMMUNICATION AVAILABILITY 5re
eiving the stream, it 
an take a while for the HA to re
eive the registration from theMN, and the mobile user would observe an annoying gap in the video stream.With the aid of the FAs, HA only needs to know under whi
h FA the MN is in 
areof, i.e. the MN registers with the HA the lo
ation of the FA. The address for this FA is
alled 
are-of address (CA). When the MN moves it registers the new FA with the HA.2.2 Improving 
ommuni
ation availabilityIn this thesis, I will 
onsider the problem of 
ommuni
ation availability under signal quality(SQ) based hando� management (HM) in wireless lo
al area networks with Mobile IP.The 
ommuni
ation availability is readiness for usage [6℄. Communi
ation avail-ability is de�ned at lo
ation l as the ability of the server to deliver the servi
e that ful�llsand maintains the requirements of servi
e quality to the MN. I measure this both fromthe point of mobile users and the networks.Signal quality gives information about the ability to transfer information in thewireless data path.Hando� is an event that o

urs between 
ommuni
ating mobility agents (MAs)and a MN. At least three nodes are involved in a hando�; one is the MN and the othertwo are the old and the new MA. Hando� starts when the de
ision for 
hanging the MAis made and �nishes when the MN has 
hanged the MA. Thus a hando� is the pro
essduring whi
h a node is \handed over" between two designated MAs [7℄. During hando�the MA that is responsible of routing the pa
kets to and from MN is 
hanged.In soft hando� [8, 9℄ the MN 
an 
ommuni
ate with both the new and old MA whileperforming hando� between them. This is not possible in hard hando� [9℄, be
ause theMN 
an listen only one MA at a time.Network 
ontrolled hando�s (NCHO) are hando�s where the network makes thehando� de
ision. In mobile assisted hando� (MAHO) the MN makes the hando� de
isiontogether with the network and in the mobile 
ontrolled hando� (MCHO) mobile node
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ides by itself when to make hando�s. [10℄One method to separate MCHOs is to divide them into forward and ba
kward hand-o�s [9℄. In ba
kward hando� the MN sends the hando� request to the 
urrent MA of theMN. In forward hando� MN initiates the hando� by sending request to the new MA.Wireless network interfa
es 
an have di�erent 
ell sizes, for example in-room, in-building, 
ampus, metropolitan, and regional. Wireless overlay networks are a 
ombina-tion of wireless networks that have di�erent 
ell sizes. If the wireless network interfa
e andthe 
ell size is 
hanged during the hando� pro
ess, this is 
alled a verti
al hando� [11℄,otherwise a horizontal hando� where old and new MA uses same radio te
hnology. De-pending on the 
ell size hando�s 
an be 
lassi�ed into ma
ro, mi
ro, and pi
o hando�s.Ma
ro level 
ells have at least several kilometers long radius and lower bandwidth thanmi
ro 
ells or pi
o 
ells. The radius in mi
ro level 
ells is in tens or hundreds of metersand with pi
o level 
ells the radius is in meters.Hando� management in
ludes the pro
edures and required information needed tomake hando�s. In this thesis it is done in the network layer. The hando� managementproblem 
an be divided into two subproblems. In MCHO the MN has to be aware ofavailable MAs and the servi
es they o�er. This 
an be expressed asmobility agent dete
tion(MAD) problem. Se
ondly, the mobility agent sele
tion (MAS) problem arises when MNdete
ts several MAs and requires 
ommuni
ation availability. One of the dete
ted MAshas to be sele
ted. Communi
ation availability requires routing of the signaling messagesthat the hando� management must take 
are of.2.3 CriteriaThe 
riteria for the solution should be ful�lled at least with one MN in the system.Minimal impa
t on data transmissionIn the ideal situation the hando� is transparent and has no impa
t on the data transmis-sion. This means that the throughput and laten
y of the routed pa
kets are not a�e
ted



CHAPTER 2. COMMUNICATION AVAILABILITY 7by the hando� management. Sessions are maintained and no pa
kets are lost. The mobileuser does not noti
e any di�eren
e whether the hando� management is used or not. Min-imal impa
t on data transmission 
an be measured with throughput analysis, signalinglaten
y and pa
ket loss measurements.Toleran
e for 
ongestionThe solution should tolerate 
ongestion. Congestion o

urs when the data path is fullyused and there is demand for more 
apa
ity. The word \tolerate" means that the MN andthe MA are able to 
ommuni
ate with ea
h other. This 
an be measured with signalinglaten
y under heavy load on the data path generated by the MAs and the MN.EÆ
ien
yThe solution should be eÆ
ient. An eÆ
ient solution uses the radio bandwidth sparingly.Signaling messages are small and the signaling itself is lightweight. This 
an be measuredwith the number and size of the signaling messages required in the hando� managementproto
ol.MN should use the MA with best 
ommuni
ation availabilityTo measure 
ommuni
ation availability readiness of the servi
e must be measured. Readi-ness of the servi
e is related to the throughput and pa
ket laten
y of the 
ommuni
ationpath. Smaller laten
y indi
ates better readiness. Higher throughput gives better readinessfor servi
es that require more bandwidth. Throughput and laten
y 
an be used to measurethis 
riteria.Independen
e of the underlying radio te
hnologyThe solution should not be dependent on the physi
al 
hara
teristi
s of the underlyingradio te
hnology. This 
an be measured by identifying the layer in whi
h the solution isfun
tional.



CHAPTER 2. COMMUNICATION AVAILABILITY 8Modular node sele
tion systemFlexibility to add new and modify existing node sele
tion poli
ies a�e
ts most the imple-mentation. Node sele
tion poli
y is a set of rules that a�e
t the hando� de
ision. Theimplementation should be modular and easy to improve. This involves 
lear interfa
esbetween modules and data 
ows.



Chapter 3Related work
Hando�s have been studied widely in re
ent years. G. P. Pollini presents an overview ofpublished work on hando� performan
e and 
ontrol [12℄. He also dis
usses 
urrent trendsin hando� resear
h. Furthermore, he also presents di�erent hando� methods based onsignal strengths. Challenges in seamless hando� design in mobile multimedia networksare handled by L. Taylor et al. [13℄.Mobile IP is not spe
i�
ally planned to support mi
ro mobility [3℄ and it has not been
onsidered to be a good solution for network-level mi
ro mobility [14, 15, 16, 17℄. Thus,several mi
ro mobility proposals with and without Mobile IP have been introdu
ed [18,19, 20℄. M. Stemm and R. H. Katz des
ribes verti
al and horizontal hando�s in [11℄. C.Toh et al. presents di�erent hando� proto
ol design issues in [21℄.3.1 Network level seamless hando�sIf the user or a program that uses the network bandwidth does not notify the hando� byonly examining the data stream over the network, the hando� is said to be seamless. In aglit
hless hando� delays due to the hando� are eliminated from the data stream. Multi
astand bu�ering are the most used methods to provide seamless and glit
hless hando�s. R.C�a
eres and V. N. Padmanabhan des
ribe a bu�er based solution with four-pa
ket bu�erin the a

ess point (AP) [15℄. In their hando� proto
ol MN initiates hando�s and thenew AP sends a notify message to the old AP when the MN has moved. Their test nodes9



CHAPTER 3. RELATED WORK 10in the system used IP addresses from the same subnet. Proxy and gratuitous ARP [22℄messages were used in the wired side of the APs to route pa
kets to the right AP. Bea
onperiod varied between 10ms and 1s.K. Brown and S. Singh resear
hed User Datagram Proto
ol (UDP) [23℄ for mobile
ellular networks and the results for the bu�er based solution are in [14℄. They use MobileIP together with bu�ered UDP pa
kets and a
hieve a 50% in
rease in throughput with M-UDP 
ompared to UDP. Bakre's and Badrinath's similar work with Transmission ControlProto
ol (TCP) [24℄ 
an be found in [25℄. They split the TCP 
onne
tion into wirelessand wired parts to get better throughput.C. Perkins and K-Y. Wang present a s
heme for optimized smooth hando�s in [26℄.They use bu�ering with Mobile IP as a basis for the hando�. FAs bu�er pa
kets for MNsand when the MN swit
hes FA the old FA is signaled to send the bu�ered pa
kets tothe new FA whi
h then forwards the pa
kets to the MN. Pa
ket identi�ers are used toeliminate dupli
ate pa
kets sent to MN. Pa
ket bu�er is required for every MN and inmultiple APs. This in
reases the requirements for resour
es and de
reases the s
alabilityof the system.K. Keeton et al. present an in
remental reestablishment s
heme, whi
h modi�es anexisting 
onne
tion by establishing only the portion of the 
hannel between the AP andthe MN where the old and new 
hannels would diverge [27℄. They also present multi
astingsupport for hando�s. Multi
asting-based solution for hando�s in the Internet is des
ribedby Jayanth Mysore and Vaduvur Bharghavan [17℄. Every MN has a unique multi
astaddress and pa
kets destined to MNs have this multi
ast destination address. Pa
kets fromthe MN have uni
ast destination addresses. Neighbor multi
asting routers join to the samemulti
ast address as the MN. When MN initiates hando� with new AP it is already in themulti
asting address of the MN and thus the hando� 
an be made seamless. C. L. Tan etal. des
ribe a fast hando� s
heme for wireless networks using a multi
ast based hando�in [16℄. They des
ribe a domain FA (DFA) whi
h assigns a multi
ast address unique



CHAPTER 3. RELATED WORK 11within its domain to ea
h MN. The domain FA has logi
ally many APs in the lower level.Thus, the approa
h 
an be seen to have a two level hierar
hy. The AP in whi
h the MNis 
onne
ted to has joined to the multi
ast group of the MN and a
tively forwards pa
ketsto the MN. Adja
ent APs have also joined to the same multi
ast group but do not sendpa
kets to the wireless network. The hando� is similar to the hando� in [17℄ des
ribedabove. The Ph.D. thesis of S. Seshan [28℄ and the paper of H. Balakrishnan, S. Seshanand R. H. Katz [29℄ favor multi
ast based hando� solutions also.H. Balakrishnan et al. [29℄ and the thesis from Seshan [28℄ introdu
e also a snoopmodule that listens TCP traÆ
 between the AP and MN. The idea of the snoop mod-ule is to resend pa
kets that were lost between the MN and the AP by monitoring thea
knowledgments to TCP pa
kets generated by the re
eiver.The drawba
k in multi
ast solutions is that multi
asting has to be supported by therouters and the network bandwidth is wasted sin
e the data stream is dupli
ated to severalAPs. The APs have to allo
ate resour
es for every MH that is dire
tly 
onne
ted to it or tothe adja
ent APs. Thus, resour
es are not used eÆ
iently. The bu�ering in APs may alsoa�e
t the pa
ket routing laten
y between CN and MN. Additionally, if multi
asting andbu�ering are used together the resour
e requirement be
omes more demanding. In thiskind of a s
enario the wired network has to be 
apable of handling more bandwidth thanthe wireless network. This is not a problem if the bandwidth di�eren
e is 
onsiderablyhigh. Today, espe
ially in wireless lo
al area networks the bandwidth is in
reasing. Aproblem is that the 
ell stru
ture of the wireless networks and the many radio 
hannelsmake it possible to overload the wired 
ore network multiple times the wireless bandwidth.3.2 Hando� prioritization and poli
iesS. Tekinay and B. Jabbari des
ribe a measurement prioritization s
heme for hando�s inmobile 
ellular networks [30℄. The prioritization is made in the wired network side. S.Tekinay et al. illustrates how the SQs 
an be used to prioritize hando�s to get better



CHAPTER 3. RELATED WORK 12performan
e from the system. Adaptation and Mobility in Wireless Information Systemsby R. H. Katz [8℄ presents generally the problem of improving 
ommuni
ation through sit-uation awareness. N. D. Tripathi et al. dis
uss about the hando�s in 
ellular systems [31℄.They state that a hando� algorithm with �xed parameters 
annot perform well in di�erentsystem environments. Hando� prioritization s
hemes are des
ribed and the prioritizationis based on the signal quality.Di�erent prioritization s
hemes are related to the hando� poli
ies. H. J. Wang etal. introdu
e hando� poli
ies that take into 
onsideration many di�erent aspe
ts of thehando� [32℄. For example, performan
e, power 
onsumption, and 
ost 
ould be measuredand 
ompared to 
al
ulate the best wireless system at any moment. Wang 
on
ludesthat \Poli
ies on what the 'best' rea
hable network is, and when to hando� to it, 
an be
omplex to spe
ify" and that \A single, hard 
oded poli
y is suboptimal" [32℄. Di�erentnetwork te
hnologies di�er in bandwidth, laten
y, power 
onsumption, 
onne
tion setuptimes, various hints, and possibly their 
harge model. H. J. Wang et al. introdu
e a poli
y
al
ulation fun
tion that uses di�erent 
ost parameters as input and produ
es the total
ost of the network. The total 
ost 
an also be thought as the priority for the network.In addition APs may also have di�erent priorities whi
h H. J. Wang et al. do not handlein their paper. They separate the networks but do not separate di�erent APs in the samenetwork. More generally, the separation of di�erent APs and the di�erent servi
es thesemay o�er is not 
onsidered.H. J. Wang et al. des
ribe a hando� syn
hronization problem [32℄. If several MNsare using the same poli
y in the same pla
e, they may 
hange the network simultaneouslyand a�e
t the dynami
 parameters of the network. These parameters a�e
t the poli
yand thus may 
ause MNs to os
illate between di�erent networks. This 
an also happenbetween APs in the same network. As the solution for this problem H. J. Wang et al.introdu
e a stability period. It is a time period that the MN waits before initiating ahando�. The reason for this time period is stabilization. Wang 
on
ludes that \Only if a
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onsistently better than the 
urrent one in use for the stability period does themobile host perform hando�" [32℄. This kind of approa
h adds laten
y to the hando�.



Chapter 4Mobility agent swit
hing
Mobile IP proposes a ma
ro mobility solution for the mobility problem. Therefore, Iam using it as a basis for the solution to the problem des
ribed in Chapter 2. Morepre
isely, the HUT Dynami
s Mobile IP is used for the mobility management to a
hieve
ommuni
ation availability. The hierar
hi
al stru
ture of HUT Dynami
s provides aneÆ
ient platform for fast ma
ro mobility [33℄.The MN makes hando� de
isions and the FA hierar
hy assists the MN in the hando�management. This makes it possible for the MN to use di�erent hando� poli
ies indepen-dently of the MAs. Thus, the solution uses MCHO s
heme. Hando� poli
ies are des
ribedin Se
tion 4.3. MN 
an 
ompare di�erent MAs and gather information about them fromagent advertisements. MNs may use di�erent poli
ies and 
riteria to 
hoose 
ommuni
at-ing MA. The disadvantage of the MCHO is that MN has to support hando� management.This in
ludes ability to make hando� de
isions and initiate hando�s. With NCHOs thea

ess network is responsible for hando�s and the MN 
an be made simpler.The whole idea for mobility lies on the mobility management system whi
h in
ludesalso the hando� management. I divided the system into MA dete
tion and MA sele
tion.Figure 4.1 shows the data 
ow in the mobility management system. MA dete
tion in
ludessignal quality sensor and signal quality 
olle
tor. Node sele
tor and signal quality analyzerbelong to the MA sele
tion part of the hando� management. Signal quality history datais used by both of the MA sele
tion and MA dete
tion. Node information data 
ontains14
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Figure 4.1: Data 
owinformation about FAs that the MN has re
eived in the agent advertisements. This in-formation storage is used and updated by the MA sele
tion 
omponent. The 
on
ept is
lari�ed below.4.1 MA dete
tionThe expiration of the agent advertisements in Mobile IP provides a method for MA de-te
tion. MN re
eives advertisements from MAs and knows whi
h MAs are available. Theagent advertisement lifetime is the maximum length of time that the advertisement is
onsidered valid in the absen
e of further advertisements [3℄. It is used to get some resolu-tion for mobility in time. If MN moves it 
an dete
t movements from the advertisements.Either it does not re
eive agent advertisements from 
ertain FAs anymore, or advertise-
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ontain some information from whi
h MN 
an noti
e the movement. This issuÆ
ient in wired stati
 networks, where the MN is swit
hed from one subnet to another,but in WLANs the movement and thus mobility is di�erent. In a WLAN the mobile useris able to move inside the wireless 
ell of the MA without losing 
onne
tion to it. The MAis a
ting also as an AP for the MN. If the MN is in range of several MAs it has to de
idewhi
h one to use as a gateway for the 
ommuni
ation with CNs. When the mobile usermoves outside the 
urrent MA MN has to initiate a hando� with a new MA.Signal quality 
olle
torIf a SQ sensor is available the solution has mu
h more possibilities. SQ sensor monitorsthe link quality to other nodes in range. SQ is measured from re
eived pa
kets and isrelated to the data throughput between signal sour
e and re
eiver.SQ 
olle
tor is a 
omponent that reads in the SQ values from the SQ sensor. Valuesare 
onverted into a more general form and stored in a signal quality history data stor-age. Conversion is needed to support di�erent kinds of SQ sensors. Colle
tor makes the
onversion so that the data storage 
ontains 
omparable values from possibly di�erent SQsensors. This simpli�es the SQ analyzer be
ause it does not have to be aware of di�erentSQ sensors.Message handlingConne
tions, lo
ation updates and dis
onne
ts are handled in the message handling 
om-ponent. It re
eives all agent advertisement messages, parses them and saves the informa-tion into a node information data storage. Message handling 
ommuni
ates with the nodesele
tor whi
h 
ontrols the lo
ation update de
isions. When lo
ation update or 
onne
tionis made, the message handling 
omponent sends the registration request to the sele
tedMA and handles the re
eived registration reply from the MA.
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tionMobility agent sele
tion is based on priority 
omparison. Priorities are modi�ed andanalyzed in the SQ analyzer. Node sele
tor makes the �nal de
ision based on the priorityand 
urrently used MA. Di�erent mobility agent sele
tion poli
ies are used to help thede
ision.There is only one priority variable for ea
h available MA. Priorities are based on theSQ values re
eived via the interfa
es with SQ sensor. With interfa
es that do not haveSQ sensor a spe
i�
 interfa
e priority is used as a basis for the MA priority. The wholemonitoring system is built upon the idea that di�erent MAs 
an be separated by somemeans related to the 
ommuni
ation availability. Priorities have been 
hosen to separatethe MAs in the monitoring system be
ause they are 
exible and abstra
t enough.Priority balan
ing (PB) te
hnique 
ompares the best MA 
andidate that has thehighest priority to the priority of the 
urrent MA. If PB o

urs the priority of the 
urrentMA is set to the same value as the value of the best MA. When the best MA 
andidatehas same priority than the 
urrent MA, the node sele
tor does not make a de
ision to
hange the MA. PB o

urs if the 
ompared priorities are 
lose enough.Priority de
reasing te
hnique (PDT) de
reases the MA priority with a 
ertain per-
ent value in the MA sele
tion system. PDT uses triggers to modify the degradationper
ent value whi
h is used to degrade the priority for the MA. The degradation per
entvalue is in
reased every time the PDT is triggered, until the maximum of hundred per-
ent is rea
hed. The fun
tion for the degradation per
ent value that the PDT uses isexponential. Priority in
reasing te
hnique (PIT) is used with 
ompanion of PDT. It hasan opposite e�e
t to the PDT. The value of the degradation per
ent variable is de
reasedwith PIT and in
reased with PDT. PIT is also trigger based. It multiplies the degradationper
ent value with a 
onstant fra
tion when triggered. Con�gurable interfa
e priorities,SQ values, and SQ averages a�e
t the priority of a MA, but also priority balan
ing, PIT,and PDT are used to enhan
e the MA sele
tion system.
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torNode sele
tor is a simple 
omponent that 
ompares the priority values. It 
ommuni
ateswith the message handling module and de
ides if MN should 
hange the MA. If 
hangede
ision is made, the node sele
tor gives information about the node it has sele
ted to themessage handling 
omponent.Message handling module provides feedba
k for the node sele
tor. If the registrationpro
ess is unsu

essful the node sele
tor has to de
ide what to do with the problem. TheMA 
an not be used if the registration fails. After a time period the MA may be
omefun
tional and the MN should be aware of it in order to take advantage of it. The possibilityto separate fun
tional and nonfun
tional MAs in
reases the fault toleran
e, eÆ
ien
y, andfun
tionality of the system.If registration fails through the MA, the PDT is used to de
rease the priority of theMA. Every time MA sends agent advertisement PIT is used for that MA. This enablesMAs to be
ome slowly available again. This te
hnique makes the system more robust andsmall temporary failures in the MAs or the network are better re
overed.Signal quality analyzerSignal quality analyzer is the main 
omponent for the MA sele
tion pro
ess. It modi�esand prepares the priorities for the node sele
tor, whi
h �nds the MA with highest priorityand handles the registration pro
ess feedba
k.4.3 Sele
tion poli
iesNode sele
tor uses 
ertain rules to make sele
tion de
isions. The set of rules that a�e
tsthe node sele
tion pro
ess is 
alled a poli
y. Comparisons and sele
tions are based on thenode priority, whi
h the poli
ies modify to a
hieve the needed results. The node sele
torpi
ks up the node that has the highest priority.There are 
urrently four di�erent poli
ies for the node sele
tor: eager-swit
hing,
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Figure 4.2: Poli
y and 
on�guration parameter relationsnewest-fa, early-expire, and the default-poli
y. SQ analyzer 
ontains some 
on�gurableparameters that are related with poli
ies. Figure 4.2 illustrates the relationships between
on�guration parameters and poli
ies. The �gure also shows how the parameters are
on
eptually related together, as explained in Se
tion ??.Eager-swit
hingWith eager-swit
hing the node sele
tor takes the MA with highest priority and does not
al
ulate any averages from the link quality values. This means that the MA with imme-diate highest SQ is used. Depending on the SQ sensor 
hara
teristi
s the SQ values forthe FAs 
an vary even the MN is not moving at all. Thus, frequent lo
ation updates is a
hara
teristi
 for this poli
y.Early-expireEvery agent advertisement has a lifetime that starts from zero when a new agent adver-tisement is re
eived from the MA. The default poli
y is to use the agent advertisementlifetime expire entries from the node sele
tor. Early-expire poli
y uses expiration-time
on�guration parameter to 
al
ulate the validity for MAs in the node sele
tor. If the
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omes older than the expiration-time, the old-FA-fa
tor per
ent value is used todegrade the priority.Newest-FANewest-FA poli
y sele
ts always the most re
ently dete
ted MA and it a
ts like the defaultpoli
y when no new FAs are dete
ted.Consider a situation where a MA is in an area where no other MAs are heard. TheMA 
an be in a di�erent radio 
hannel than other surrounding MAs or there 
an be a wallbetween the MAs that does not pass the radio waves through. The mobile user 
an enterthis area very qui
kly from an area where many MAs are heard. In our example this 
anhappen when the mobile user 
hanges radio 
hannel or walks around the dense wall. Dueto the nature of the expiration pro
ess for the MAs, the node sele
tor will remember theold FAs when mobile user has entered the new area.When MN dete
ts the FA in the new area, newest-FA poli
y sets the priority forthis FA at maximum and thus the node sele
tor will sele
t it. After the se
ond agentadvertisement from the new FA, the old FA entries may not have expired yet. The SQvalue is used as a basis for the priority for the new FA and at this point it may be
omelower than the priorities of the old nonexpired FAs. This brings up a problem for the MN.After the se
ond advertisement from the new FA the SQ analysis of the old FAs may stillbe valid, even they are not a
tually rea
hable. If the node sele
tor sele
ts one of the oldFAs, it is 
learly a mistake sin
e the MN 
an not 
ommuni
ate with it. Solution for thisproblem is to set the priorities of the other FAs to the lowest possible, when new FA isdete
ted. Old FA priorities are restored with new agent advertisements from ea
h of theold FAs. This prevents MN from registering to the old FAs that may not be rea
hablewhen new FAs are dete
ted. On the other hand, if some of the old FAs are still rea
hableand heard, the priorities will be
ome normal with the next agent advertisements fromthese FAs.
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yThe default poli
y uses averages of the last re
eived SQ values to 
al
ulate priorities fordi�erent FAs. The number of SQ values used in the average 
al
ulation is 
on�gurable.The three other poli
ies 
an be 
ombined and with the default-poli
y, sin
e they haveslightly di�erent e�e
ts. Di�erent 
ombinations make the system more 
exible. Eightdi�erent 
ombinations are listed in the Table 4.1.Table 4.1: Poli
y 
ombinationseager-swit
hing newest-FA early-expireON OFF OFFON OFF ONON ON OFFON ON ONOFF OFF OFFOFF OFF ONOFF ON OFFOFF ON ON



Chapter 5Enhan
ing HUT Dynami
s Mobile IP
In this 
hapter I explain the implementation that has been done for this thesis. It is builtinto the HUT Dynami
s Mobile IP software, whi
h is a hierar
hi
al Mobile IP software. Ihave enhan
ed and further developed it.The implementation is 
omposed of MA sele
tion and MA dete
tion systems, inter-fa
e handling in MN, devi
e driver enhan
ements and several enhan
ements into the FAand MN 
omponents. Several tools were produ
ed to help the testing pro
ess. I developedand implemented re
ord and replay testing methods to support extensive testing. Somelower level modules and tools were also 
reated and enhan
ed.5.1 Base implementationMobile IP implementationThe HUT Dynami
s Mobile IP [33℄ system has been developed in Helsinki University ofTe
hnology (HUT). It is a s
alable and hierar
hi
al Mobile IP implementation for theLinux operating system [34℄. Development started in O
tober 1998 in a student groupof a software engineering 
ourse in HUT. After the 
ourse ended in spring 1999 HUTDynami
s has been further developed.In a hierar
hi
al Mobile IP several FAs are put into FNs, so that the FAs make up ahierar
hi
al stru
ture (Figure 5.1). The registrations need to travel only a minimal distan
ewhen the MN has already registered via the FA hierar
hy. HUT Dynami
s supports22
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Figure 5.1: Hierar
hi
al foreign agentsarbitrary number of FAs and hierar
hy levels. It is also possible not to use FAs at all. Inthis s
enario the MN registers dire
tly with the HA [33℄.Tunneling modesThe tunnel is established between the HA and the registered lo
ation of the MN. Tunnel isbuilt with segments between the HA and the root FA, between ea
h FA in the path downto the lowest FA (LFA). In FA de
apsulation mode the LFA de
apsulates the en
apsulatedpa
kets and sends them dire
tly to the MN. A tunnel may also 
ontinue down to the MN.This is 
alled MN de
apsulation mode, sin
e MN de
apsulates the tunneled pa
kets.
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apsulation is used the MN needs a 
o-lo
ated 
are-of-address (CCOA) in the FN.In MN de
apsulation mode the tunnel endpoints are between the MN and the HA. WithFA de
apsulation the home IP address of the MN is suÆ
ient for registration and tunnelendpoints are between LFA and HA.When MN moves to the FN the registration proto
ol (RP) is used for registrationwith HA. RP is implemented hierar
hi
ally and the mobility binding is 
reated throughthe FA hierar
hy step by step. This allows ea
h FA on the path from MN to the HA toexamine if they already have a binding for the spe
i�ed MN. This allows them to performlo
al lo
ation updates. For a new registration, the proto
ol rea
hes the HA whi
h then
on�rms the mobility binding 
reation [33℄.Tunnels are 
reated from root downwards after the MN has properly been authen-ti
ated by the HA. During registration, the MAs agree on the lifetime for the tunnel. Akeep-alive proto
ol is used to keep the tunnel open and refreshed well before the lifetimeof the tunnel expires [33℄.During tunnel 
reation ea
h MA stores information about the next MA in upstreamand downstream dire
tions for ea
h tunnel. This information is 
alled mobility binding [2℄and it allows pa
ket forwarding to the next MA.An a

ess point (AP) is an entity that has the station fun
tionality and providesa

ess to the distribution servi
es, via the wireless medium. When MN moves to anotherpla
e in the FN and 
onne
ts to a new AP, the RP is exe
uted again. This time a lo
alizedlo
ation update [33℄ is performed in the FA hierar
hy. This in
ludes 
reating new tunnels,if needed, to the new path lo
ation of the MN. Swit
hing FA (SFA) is the FA that replies tothe registration request of the MN. Lo
alized lo
ation update is illustrated in Figure 5.2.
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Figure 5.2: Lo
al registration updateSe
urityHUT Dynami
s Mobile IP supports se
ure signaling through authenti
ation and replayprote
tion me
hanisms. A separate session key (SK) management proto
ol and Dynami
s-spe
i�
 vendor extensions [35℄ are used to support se
ure lo
alized lo
ation updates inthe FA hierar
hy. MAs may have pre
on�gured se
urity asso
iations, whi
h are used toauthenti
ate the signaling pa
kets.HA a
ts as a SK distributor for the FA hierar
hy and MN. SK management proto
olis used to distribute the SK into registered path of the MN, whi
h in
ludes HA, FAs inthe path and the MN [33℄. If the se
urity asso
iation exists the SK 
an be en
rypted withthe help of shared se
ret and thus man-in-the-middle style atta
ks 
an be prevented. Ifno se
urity asso
iation is set for a 
ertain FA-FA pair, publi
 key en
ryption (RSA [36℄)is used [33℄. SK management proto
ol a�e
ts the performan
e of the system, be
ausese
urity 
al
ulations must be made and authenti
ation extensions must be sent with thesignaling pa
kets.Poli
y routingIn Internet IP usually routes pa
kets in a host by host basis, that is, by next-hop routing.Routers are hosts that forward IP pa
kets based on the IP addresses. HUT Dynami
s isheavily based on poli
y routing (PR) in the Linux operating system. In the 
ontext of this
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y-based pa
ket �ltering and forwarding [37℄ in Linux.The PR rules use the knowledge of in
oming and outgoing network interfa
es andthe sour
e and destination addresses of IP pa
kets. Other information may also be used forrouting de
isions, e.g. the �rewall 
hain in the Linux 
an mark pa
kets. The routing 
ode
an use this mark to make routing de
isions. Further, traÆ
 
ontrol in the Linux enablesthe use of traÆ
 
ows that 
an be identi�ed by 
ow identi�ers. These 
ow identi�ers 
anbe used to de
ide the route for the pa
kets.PR implementation of Alexey Kuznetsov in the Linux kernel supports several routingtables. Routing table is a list of routing entries that are applied to the 
urrently routedpa
ket one by one until mat
hing routing table entry is found.Routing Rules (RR) are used to de
ide whi
h routing table to use for the pa
ket. Therule list is also s
anned from the beginning to the end. The �rst mat
hing rule is applied.By default, there are three rules in the Linux kernel. Rules are indexed with preferen
enumber and the rule with smallest preferen
e is made the �rst entry in the list. New rules
an be added with preferen
e number. With one rule you 
an make routing de
isionsbased on the sour
e and destination addresses of the IP pa
ket, in
oming devi
e, type ofservi
e �eld of the IP pa
ket and �rewall mark. The e�e
ts of the mat
hing rules di�er.Ea
h rule has an a
tion part. If mat
hing rule is found the pa
ket is further pro
essed bythe a
tion part. A
tion usually 
ontains pointer to one of the routing tables, whi
h meansthat the pa
ket is routed based on the routing entries in that parti
ular table. Below isan example of the routing rules.0: from all lookup lo
al32764: from 130.233.193.94 iif eth1 lookup 232765: from all iif TUNL0 lookup 132766: from all lookup main32767: from all lookup defaultTunnels, RRs, and routing tables makes possible to route pa
kets from MN to CNthrough the FA hierar
hy and HA without any modi�
ations to the default routing engine.FA uses a separate routing table for MNs. This minimizes the e�e
ts of the FA in the host
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Figure 5.3: MN ar
hite
turewhen it is used for any other routing purposes.5.2 MN ar
hite
tureThe MA dete
tion and the MA sele
tion systems are in
luded in the monitor 
omponentthat is atta
hed into the MN. Interfa
e information daemon (IID) is a separate entitythat 
ommuni
ates with MN and it belongs to the interfa
e handling 
ategory. Signalquality environment re
order and signal quality environment replayer are used for testingpurposes and are explained in the Chapter 6. Figure 5.3 illustrates the ar
hite
ture.A spe
ial handler me
hanism was developed to support hooks for di�erent eventsin the MN. Re
eived agent advertisements and inserted/removed interfa
es generate su
hevents. The developer 
an dynami
ally register or unregister hooks for the events at anytime, but the 
alling order for the hooks is �xed to the same as the registration order.This 
ould be easily enhan
ed to support hook prioritization. Figure 5.4 illustrates theevents used in the Monitor module.Events are 
ategorized into two main 
ategories: interfa
e-events and FA-events.New 
ategories 
an be added. Interfa
e event 
ategory in
ludes interfa
e up dete
tion
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Figure 5.4: Event driven Monitor(INTERFACE INIT) and interfa
e down dete
tion (INTERFACE DOWN) events. FA
ategory in
ludes FA advertisement expiration (FA ADV EXPIRE), FA advertisement re-
eption (FA ADV RECEIVE), and get best FA 
andidate (FA GET). Table 5.1 shows theevents and assigned hooks.INTERFACE INIT event related handlers are 
alled when new interfa
es are de-te
ted. INTERFACE DOWN event related handlers are 
alled when the interfa
e goesdown. Communi
ation through the devi
e is not possible when it goes down. PCM-CIA [38℄ based devi
es su
h as network interfa
e 
ards are a good example of removabledevi
es.MA dete
tion system keeps information about re
eived agent advertisements in thememory and removes the entries when the lifetime has ex
eeded and no new advertisementsfrom the FA are re
eived. The handlers registered for the event FA ADV EXPIRE are
alled when the FA agent advertisement lifetime expires. When new FAs are dete
tedthrough re
eived agent advertisements, handlers registered for the FA ADV RECEIVEevent are 
alled. FA GET handlers are 
alled every time a FA agent advertisement isre
eived. FA GET handlers reinitialize, modify, and pro
ess the FA priorities for the node
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tor. The node sele
tor then 
ompares the 
urrent MA priority with the MA with bestpriority. Table 5.1: Event hooksEvent HooksINTERFACE INIT mn default INTERFACE INIT handlermonitor interfa
e upINTERFACE DOWN mn default INTERFACE DOWN handlermonitor interfa
e downFA ADV EXPIRE monitor del faFA ADV RECEIV E monitor add faFA GET mn default FA GET handlermonitor get fa5.3 Poli
y-based MA sele
tion and dete
tionFigure 5.5 des
ribes the algorithm used in the MA sele
tion. Poli
ies, priorities, and
on�gurability a�e
t the MA sele
tion and dete
tion in the MN.Priorities and normalizationThe interfa
e priority is 
ombined with the priorities of ea
h MA in the MA sele
tionsystem. The Monitor 
omponent 
an be 
on�gured to give a weight for the interfa
epriority. By default, the interfa
e priority is used as the default priority for FAs that arerea
hable via interfa
es without SQ sensor. With wireless interfa
es that are 
apable ofmeasuring SQ values no interfa
e priority is used but the SQ value is used to produ
e thepriority.SQ values are queried with iwspy(8) io
tls [39℄. An io
tl is a fun
tion that isused for ex
hanging information with the lower level driver in the kernel. The iwspyio
tls are implemented in the devi
e driver [40℄ and are de�ned in the Linux kernel sour
e(linux/wireless.h) [34℄. Other io
tls are also used to get information about the wirelessinterfa
e parameters.Di�erent wireless interfa
e 
ards may produ
e di�erent signal quality values. Ta-
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Figure 5.5: Flow
hartble 5.2 shows an example di�eren
e between the IEEE (Institute of Ele
tri
al and Ele
-troni
s Engineers, In
.) 802.11 standard based wireless interfa
e 
ard implementationsfrom Nokia and Lu
ent. The IEEE 802.11 standard [41℄ spe
i�es that the SQ values mayvary between zero and 255. Additionally, there are two kinds of values that are used tomeasure the wireless data path quality to the MA. The �rst is the SQ value and the otherone is the Re
eived Signal Strength Indi
ator (RSSI) [41℄. Both values are optional and theexa
t meaning for these variables is not spe
i�ed in the IEEE 802.11 standard. The onlyrequirement is that they have to be 
omparable with ea
h other in one implementation.For this purpose, the SQ analyzer normalizes the priorities to a range from 0 to 100. Themaximum value is queried from the driver and is used to normalize the values.After the normalization all MAs that are rea
hable via di�erent devi
es 
an be
ompared roughly sin
e the normalization does not take into a

ount the di�erent 
hara
-
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Figure 5.6: SQ normalization problemteristi
s of the SQ values of di�erent 
ards. The s
ale may not be linear 
ompared to thereal signal to noise ratio. The normalization is not distorted if the s
ale is linear. But ifthe s
ale is not linear the normalization distorts the SQ values. Figure 5.6 illustrates this.For a

urate 
omparisons the 
ompared normalized values should be equally distorted.Additionally, in some 
ards the SQ value may 
hange rapidly while in other 
ards itis quite steady. Table 5.2: Signal qualitiesCard type Range ExplanationNokia C020 0 - 63 relative valuesLu
ent WaveLAN 0 - 92 dB valuesCon�gurable MonitorMonitor 
ontains the FA sele
tion me
hanism. It is used with wireless interfa
es that haveSQ sensor. Monitor in
ludes SQ 
olle
tor that monitors the SQ values and keeps a SQhistory in memory for further pro
essing in SQ analyzer.In addition to di�erent poli
ies the monitoring system in MN is 
on�gurable. Con-�gurable parameters in
lude: threshold, min-balan
e, expire-per
ent, old-FA-fa
tor, worst-min-time, worst-max-time, and average-length. Ea
h parameter has a default value that
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an be 
hanged with the dynmn tool(8) 
on�guration tool. Figure 4.2 shows the relationsbetween the 
on�guration variables. By tuning the values we 
an meet the requirementsfor di�erent environments and needs.Agent expirationThe MA sele
tion system 
hooses the 
ommuni
ating MA for the MN from a list of MAs.Ea
h entry in the list has a 
ertain expiration time that is bound to the MA agent adver-tisement lifetime. This lifetime is three times the agent advertisement interval whi
h is
on�gurable in the MA. When the MA agent advertisement lifetime is expired the entryis removed from the SQ 
olle
tor and all information about the MA is 
leared. The MA ishandled as newly dete
ted next time an agent advertisement is heard from it. In additionto this the node sele
tor 
an be 
on�gured to use its own expiration method with early-expire poli
y for the MA sele
tion system. The expire-per
ent 
on�guration parametervalue that is used to 
al
ulate the expiration time for the MA from the agent advertise-ment lifetime. After the 
al
ulated expiration time is ex
eeded the old-FA-fa
tor is usedto de
rease the MA priority. The idea behind this is that MAs may not be rea
hable whenthe MN moves relatively to the MAs. To speed up the MA dete
tion this variable is usedto de
rease the priority of the FAs that are heard more seldom than the true FA agentadvertisement interval is.Threshold and minimum balan
eMN 
hanges MAs based on the priorities. The MA swit
hing threshold is a per
ent valuethat is used in priority 
omparisons. If the 
urrent MA priority is at least thresholdper
ents of the 
ompared MA, MN will not 
hange the 
urrent MA, but priority balan
ingis used.When the 
ompared priority is below minimum balan
e per
ents of the maximum,threshold is not used, but the MA with the highest priority is 
hoosed. The best value forthis variable depends on the underlying link layer te
hnology.



CHAPTER 5. ENHANCING HUT DYNAMICS MOBILE IP 33The number of monitored MAsMA is monitored when the SQ values are measured from the re
eived pa
kets of the MA.The Linux kernel limits the maximum number of MAs that the SQ 
olle
tor 
an monitorat the same time to eight. When SQ 
olle
tor monitors maximum number of MAs and newMA is dete
ted some 
ompromises have to be made. Either, one entry is dropped from the
urrently monitored entries in the SQ 
olle
tor, or the new MA is dis
arded. When MA isdis
arded it is not available for 
omparison with other MAs and thus a potential 
andidatefor the 
ommuni
ation partner is lost. This a�e
ts the 
ommuni
ation availability.When spa
e is needed for the newly dete
ted MA and all slots are reserved, thefollowing pro
edures are taken to drop one of the monitored MAs.� If the MA is monitored, but no advertisements are heard from it in worst maximumtime se
onds it is marked old. Old entries are dropped if new slots are needed fornewly dete
ted MAs.� If no old entries are found then the entry with the worst signal quality value isdropped. The worst minimum time is a 
on�gurable parameter that tells the min-imum time in se
onds that the worst entry has to be in the SQ 
olle
tor before it
an be dropped.A SQ 
a
he in the devi
e driver is a way to get rid of the limit in the Linux kernelfor the maximum number of monitored nodes. The purpose for the SQ 
a
he is to use theLinux kernel limit in a di�erent way. The SQ 
a
he makes sure that the SQ is availablefor at least for eight last re
eived pa
kets. The problem in this approa
h is that the SQvalues need to be queried fast enough before the old values get repla
ed by the new values.Average length (N)ai+N = PNj=i ajN (5.1)SQ 
olle
tor uses this 
on�guration variable to de
ide how many last re
eived SQ
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al
ulation of the SQ average (a). If set to 1, the e�e
t is the same aswith the eager-swit
hing poli
y.The greater the value for this variable is the slower the system is in dete
ting 
hangesin SQs, whi
h is highly related to the 
ommuni
ation availability. If the 
hanges in prior-ities with surrounding MAs is not dete
ted fast enough the node sele
tor may not sele
tthe optimal MA for the mobile user. On the other hand if we use eager-swit
hing or value1 for the average length, the system may over-rea
t depending on the SQ sensor 
hara
-teristi
s. The node sele
tor 
hanges the MA more often than is really needed to maintainor in
rease the 
ommuni
ation availability. The Equation 5.1 shows how the average is
al
ulated using the average length.5.4 Seamless hando�The routing 
apabilities of the Linux operating system have been used for routing andtunneling of data pa
kets. An upper tunnel in a FA is an IP-in-IP en
apsulated data pathto the upper MA. A lower tunnel in a FA is an IP-in-IP en
apsulated data path to thelower FA or, when in MN de
apsulation mode, to the MN. Figure 5.7 shows how twotunnels, upper and lower, are 
onne
ted together so that the data pa
kets will go fromthe lower tunnel to the upper tunnel and vi
e versa. This is the basi
 me
hanism that theintermediate FAs (IFA) use to handle routing of data pa
kets to and from MNs. An IFAis a FA that is at least one level up from the LFA and at least one level down from thehighest FA (HFA). HFA is a FA that is the root for the FA tree hierar
hy.Delayed deletion and enhan
ed message pro
essingI made some enhan
ements similar to 
a
hing to speed up the signaling in FAs. Delayedmobility binding deletion in FAs is one of these optimizations. Another 
a
hing optimiza-tion is the delayed forward deletion in the SFA.A forwarding in
ludes a rule, a route and a tunnel that together make up a tunneleddata path for pa
kets to and from the MN in the FA. With this optimization the lo
ation
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Figure 5.7: An example pa
ket handling in a FAupdate time for the MN that is swit
hing FAs inside the same hierar
hy is faster. Alsosome pa
kets that may be under way in the data path will not get lost so easily.Additionally, the registration reply pro
essing in LFAs was enhan
ed. When MNre
eives the registration reply, it 
hanges the default route to the new FA. In this stagethe FA hierar
hy must have data path ready for pa
kets 
oming from the MN. Like in theregistration request pro
essing, the reply pro
essing in IFA was enhan
ed. IFA 
reatesforwardings downwards after forwarding the request to the 
hild FA. LFA 
an not do thissin
e the reply may rea
h the MN before the forwarding is ready. LFA is an ex
eptionto this enhan
ement and 
reates the tunnel with MN de
apsulation to the MN beforeforwarding the reply to the MN.Jouni K. Malinen enhan
ed the tunnel management in the FA hierar
hy [42℄. InFAs the lower level tunnel devi
e 
reation overhead is avoided with tunnel devi
es thatare stati
ally 
reated on FA startup.The Impa
t on Data Transmission with Hierar
hi
al Mobile IPWhile MN 
hanges the 
urrent MA, the route for pa
kets to and from MN 
hanges. Thisrequires routing updates in MAs and MN. Pa
kets destined to MNs are en
apsulated inHA and de
apsulated either in MN or in the lowest FA. Figure 5.8 shows tunnels betweenFAs and HA with reverse tunneling [43℄ and FA de
apsulation. The HUT Dynami
s FAsuse expli
it tunnels in both dire
tions. This means that HFA and IFAs have to make one
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Figure 5.8: Reverse tunneling and FA de
apsulationtunnel upwards and another downwards. LFA also uses the tunnel upwards but does notmake a tunnel downwards if FA de
apsulation is used with the MN.When MN 
hanges the LFA in Figure 5.8 the new LFA forwards the request to thenext upper FA. This IFA forwards it again up to the SFA whi
h noti
es that the downwardroute for this MN has 
hanged. SFA sends reply to the new lo
ation of MN via the IFAsand LFA. Then it 
onne
ts the lower tunnel to the upper tunnel. Finally, it 
hanges theroute for pa
kets destined for the MN and in
oming from the upper tunnel.When IFA re
eives the reply from SFA, it 
on�rms the request and 
onne
ts thelower tunnel to the upper tunnel as SFA did. IFA also adds a routing entry for the MNso that pa
kets 
oming from the upper tunnel goes to the right lower tunnel. When MNre
eives the registration reply, it 
hanges the default route to this new FA. This rises ara
e problem. When the SFA 
hanges the route to the new lo
ation of MN, all pa
ketsdestined for the MN will be routed to this new path. Depending on the eÆ
ien
y of theSFA and FAs, network laten
y and network 
apa
ity, the forwarding in the LFA may notbe ready when the data already 
omes from the next higher FA to the LFA. This meansthat some of the pa
kets in 
ertain time period do not have a route to the MN. Furtherthis means that the MN will not re
eive some pa
kets during the hando� and the deeper
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hy is the bigger is the possibility for pa
ket loss.My solution for this problem is to enhan
e the fun
tionality in the FA. It de
reasesthe lo
ation update laten
y. Following steps are taken in the FA:1. RECEIVE registration request2. FORWARD request upwards3. 
reate tunnel downwards if LFA and FA de
apsulation mode in use4. add route for pa
kets in
oming from uppertunnel destined for MN to the lower tunnel|5. RECEIVE registration reply6. if IFA FORWARD reply downwards7. 
onne
t tunnel upwards8. if LFA FORWARD reply downwardsIn the LFA the lower tunnel is 
reated after the request has been forwarded upwards.Inside the FA hierar
hy tunnels exist between FAs already. With this approa
h the tunnel
reation does not delay the message pro
essing in LFA. Additionally, the data path isready for downstream pa
kets when the SFA swit
hes the route. MN 
hanges the defaultroute as before when the registration reply is re
eived.Pa
ket loss prevention without multi
ast or bu�ersSoft hando� is a powerful method to 
hange the 
ommuni
ating MA. With soft hando�MN 
an hear the old and the 
urrent FA simultaneously. This ability 
an be exploited inthe system to prevent pa
ket loss.The FA hierar
hy should not lose any pa
kets from or to MN when MN is swit
hingthe FA. In the routing engine of the Linux kernel route 
hanges 
an be made as an atomi
operation so that no pa
kets are lost between the route update pro
ess.I enhan
ed the pa
ket loss prevention in FA hierar
hy so that the data path fordownstream 
ow is generated in request handling stage. When SFA 
hanges atomi
allythe route to the new MN lo
ation, data path down to the MN is ready. This makesthe downstream dire
tion of the data stream to the MN more reliable. Unfortunately therequest pro
essing stage in FAs requires more resour
es 
ompared to the solution where all
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essing stage. This however does not 
ompromisethe se
urity of the system sin
e the data stream path is 
hanged in the SFA or the HA andboth 
an validate the request of the MN be
ause of the se
urity asso
iations. Additionally,the data stream upwards from the MN is not opened during the registration request stagebut in the reply pro
essing stage.Simultaneous Tunnels in MNI enhan
ed the MN to use two tunnels with MN de
apsulation mode, one to the oldlo
ation and the another one to the new lo
ation. After the registration reply has beenre
eived MN starts sending pa
kets to the new tunnel and deletes the old tunnel. The twotunnel de
reases the pa
ket loss sin
e the MN has possibility to re
eive all pa
kets. Withonly one tunnel at a time the syn
hronization with the FA hierar
hy be
omes a problem.These are the steps that MN takes with MN de
apsulation mode during hando�:1. Send registration update to new FA2. Create a tunnel to the new FA3. Change default route atomi
ally to the new tunnel4. Delete tunnel to the old FAIn the FA de
apsulation mode MN does not use any tunnels. Thus, there is no tunnelinghandling problem in the MN. It 
an re
eive pa
kets from several FAs at the same time.5.5 Interfa
e handlingDi�erent link layer te
hnologies have varying 
hara
teristi
s. The mobile user may want touse wired interfa
es instead of wireless interfa
es when she is not moving. While moving itis not 
onvenient to use wired interfa
es. Although, the system is not link layer te
hnologydependent, the eÆ
ien
y and solidness of the solution su�ers if the resolution for nodeprioritization is not high enough. With wireless interfa
es the signal parameters likepower level and the noise level 
an be used to in
rease the resolution in the node sele
tionpro
ess. Interfa
e prioritization helps to solve the problem when many interfa
es aresimultaneously available for usage.
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Figure 5.9: Multiple interfa
esInterfa
e information daemon was developed for the interfa
e priorization. Thebandwidth, laten
y, quality of servi
e (QoS), and 
ost of the used data path a�e
ts thepriorization needs of the user. The IID 
ontains a simple priorization me
hanism forinterfa
es, but 
an be extended to support several parameters. IID uses an inter pro
ess
ommuni
ation (IPC) method with the MN and it uses a 
on�guration �le that 
ontainsthe list of available interfa
es for the MN.Interfa
e hot swapping and support for multiple simultaneous interfa
es improves
ommuni
ation availability for users who are using di�erent link layer te
hnologies andseveral interfa
es. Figure 5.9 illustrates the multiple interfa
e support that was developed.Lower level enhan
ementsI enhan
ed the Lu
ent IEEE 802.11 WaveLAN devi
e driver to support iwspy io
tls(SIOCGIWSPY and SIOCSIWSPY). After a while this support be
ame available also
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 Li
ense driver version that Andreas Neuhaus develops andmaintains. We had also the possibility to test and use Nokia IEEE 802.11 wireless in-terfa
e 
ards. The devi
e driver for these 
ards did not 
ontain iwspy support, whi
h weneeded for MA sele
tion system. I made a pat
h for the Linux Wlan proje
t developmentdriver. The PRISM 
hipset that the Nokia 
ard also uses does not support SQ values asspe
i�ed in the IEEE 802.11 standard [41℄, but it supports RSSI values that are used foriwspy purposes.I also implemented the SQ 
a
he to the WaveLAN devi
e driver from A. Neuhaus.Re
eived pa
kets are separated based on the sour
e medium a

ess 
ontrol (MAC) address.Ea
h MAC address has own 
a
he entry that is updated every time a pa
ket 
ontainingthis sour
e address is re
eived. The 
a
he entry that last re
eived a pa
ket is freshest andthe other entries are older. The oldest 
a
he entry is repla
ed if a pa
ket is re
eived withsour
e address that 
an not be found from the 
a
he. The SQ 
a
he enables monitoringan arbitrary number of nodes.



Chapter 6Performan
e analysis
In this 
hapter I explain my motivation for di�erent tests. Di�erent test setup environ-ments are des
ribed before I show the test results and des
ribe the tests more a

urately.The fo
us was to test software not hardware. Tests for the hando� management and pa
ketrouting while nodes are moving proportionally to ea
h other are in
luded. Multiple MNsare not tested. In this 
hapter I also 
ompare the results with related work.IEEE 802.11 
ommuni
ation modesThe s
ope for IEEE 802.11 standard is to develop a MAC and physi
al layer (PHY)spe
i�
ation for wireless 
onne
tivity for �xed, portable and moving stations within alo
al area [41℄. The standard des
ribes two di�erent operational modes for 
ommuni
ationbetween nodes, an ad ho
 (IBSS) and an infrastru
ture network.In an infrastru
ture network an AP always exists and the 
ommuni
ation is 
on-trolled by it. The AP usually a
ts as a gateway, or portal, to other parts of the network,to Internet for example. Infrastru
ture networks are formed around APs and moving nodesroam from one AP to another. The hando� is handled in the link layer and the networklayer 
an not de
ide whi
h AP to use or when to initiate hando�s.In the ad ho
 network mode every node in range parti
ipates to the 
ommuni
ation
ontrol and 
an dire
tly 
ommuni
ate with ea
h other. There is no need for an AP andthus no link layer hando� management like in an infrastru
ture network.41
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Figure 6.1: A four-level test bed setup6.1 Test bed setupTest bed in
ludes hardware and software 
omponents. Some software 
omponents aremade only for the tests to support emulation, measurements and result pro
essing e.g.logging and log parsing.Dynami
s { HUT Mobile IP MN, FA and HA version 0.7pre3 were used in the testbed. All MAs resided in physi
ally di�erent hosts where the MN, HFA, HA, and the CNwere Pentium 
lass hosts whereas all the other FAs were less eÆ
ient, 
ustom-built, 486-based embedded AP hosts, 
alled Martnodes [44℄, with a wired and a wireless networkinterfa
es. Martnodes and the CN used the Linux kernel version 2.2.9, MN the Linuxkernel version 2.2.13 and the HA version 2.2.12. IEEE 802.11 [41℄ 
ompatible 2 MbpsWLAN adapters from Lu
ent were used in the FAs and the MN in ad ho
 mode. Devi
edriver version 1.0.1 from Andreas Neuhaus was used in the MN and in the Martnode FAs.The HA and the CN resided in a 100Mbps swit
hed Ethernet laboratory networkand the FA hierar
hy in a dedi
ated swit
hed 10Mbps network. The wired FA hierar
hywas in private address-spa
e subnet. Figure 6.1 shows the used FA hierar
hy.



CHAPTER 6. PERFORMANCE ANALYSIS 43The MN used the wireless network for all its 
ommuni
ation with the FAs, and allthe other data between FAs and HA and between HA and CN were transferred in thewired network. The 
lear bottlene
k on the network was the wireless part. The maximumobtainable throughput without lo
ation updates was 1.4 Mbps using TCP and 1.6 Mbpsusing UDP.Real time link quality re
ording and emulationThe monitor module supports SQ re
ording into �les. Produ
ed data �les 
an be postpro
essed with gnuplot(1) to produ
e graphi
al representations of the SQs as a fun
tionof time. Monitor re
ords the SQ values of agent advertisements from FAs. The agentadvertisement interval de�nes the sampling frequen
y for ea
h FA. The re
orded tra
e 
anbe used to measure the SQs for di�erent environments and it helps to set up the wirelessnetwork. Monitor 
on�guration variables su
h as the average-length a�e
ts the re
ordedtra
e. Thus, the monitor module SQ re
order is on top of the SQ analyzer.To support easily 
on�gurable sampling frequen
ies, a more spe
i�
 tool 
allediwspy-gather was made for SQ environment re
ording. The tool 
an be used to 
ol-le
t SQ information from di�erent FAs in varying sampling frequen
ies. The 
olle
tingsystem is based on the MN agent soli
itation [2℄ messages. Every time an agent soli
itationis sent to the broad
ast address, every FA that hears this message will reply automati-
ally to it. This approa
h is not mandatory sin
e ICMP e
ho messages 
ould be used inenvironments that do not have FAs installed. The iwspy-gather tool gets messages fromall heard FAs and 
olle
ts the SQ values.Iwspy-gather writes SQ values with timestamps into �les. Ea
h �le 
ontains in-formation for only one FA. The number of produ
ed data �les depends on the number ofheard FAs. One data �le is 
alled signal quality tape (SQT). One group of �les produ
edin one re
ording session with iwspy-gather is 
alled SQT set. Timestamps in the SQT�les are syn
hronized within a SQT set. A SQT set 
an thus en
ode variations of thephysi
al link and movements of all 
ommuni
ating parties within the time period.
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Figure 6.2: SQ environment re
orderIwspy-sim is a program that uses SQTs. It was made for real life emulations andit 
ommuni
ates with the enhan
ed wireless interfa
e network 
ard devi
e driver in theLinux kernel. It reads SQTs produ
ed by the iwspy-gather and feeds SQ and timestampvalue pairs to the driver whi
h then repla
es the a
tual SQ values sensored by SQ sensor.Ea
h SQT is mapped to a MAC address so that SQTs do not get mixed. If the driver has amapped SQT for a MAC address it is said to be in emulation mode for that MAC address.Thus, the driver 
an emulate re
eived SQ values for some nodes simultaneously with nodesthat do not have the SQT mapping. If the re
eived pa
ket is originated from an emulatednode, the SQ value that was measured by SQ sensor will be repla
ed with a value fromthe mapped SQT. Emulation mode stops when the emulation starting time added withthe last timestamp in the SQT is rea
hed. The SQ values 
an be queried normally fromthe driver but the output is syn
hronized in time with the mapped SQT. Additionally,pa
ket dropping 
an be emulated in the devi
e driver level. The pa
ket dropping per
entis bound to the SQ value.SQT sets 
an be divided and 
ombined with other SQT sets. Imaginary SQTs 
anbe 
reated from s
rat
h and 
ombined with existing re
orded SQT sets. This enablesprodu
tion of s
enarios that would be otherwise hard to generate. SQT sets 
an be re-played with iwspy-sim multiple times whi
h makes the emulation model 
onvenient fortesting di�erent kinds of node sele
tion poli
ies. Also the 
hara
teristi
s for di�erent
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Figure 6.3: SQ environment emulator
on�guration parameters 
an be examined.6.2 System performan
e testsI ran all the tests using FA de
apsulation and reverse tunneling modes on the wirelessenvironment. Se
urity asso
iations were 
on�gured between the HA and the MN, andseparately in the FA hierar
hy between FAs. The HFA and the HA did not have apre
on�gured shared se
ret. Therefore, they used RSA publi
 key en
ryption with 768-bitpubli
 keys for session key distribution. All the other key distribution operations usedkeyed MD5 [45℄ algorithm. This kind of 
on�guration 
orresponds to the 
ase wherewe do not have the 
omplexity of managing shared se
rets between the HN and ea
h FN.However, it is feasible to use shared se
rets between FAs in one administrative organizationas is the usual 
ase with FA hierar
hies.Hando� laten
y and pa
ket traÆ
 measurementsIn these tests MN was for
ed to follow a prede�ned FA path and hando� frequen
y inthe FA hierar
hy illustrated in the Figure 6.1. Therefore, the MN did not use the agentdis
overy part of the Mobile IP. In pra
ti
e, the MN re
eived the agent advertisements,but it 
ompleted a lo
ation update only when requested by a test s
ript.
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yI measured the hando� laten
y by for
ing the MN to initiate a hando� between di�erentFAs on
e in a 100ms. Table 6.1 
ontains the resulted hando� laten
ies. The purpose forthis test was to �nd the e�e
t of the hierar
hy level to the hando� time.Table 6.1: Lo
ation update laten
ies for some transitionsHando� type Average (ms) Standard deviation (ms)FA11 ! FA12 19.1 1.2FA12 ! FA11 19.2 1.4FA13 ! FA14 30.4 2.0FA14 ! FA13 30.3 1.0FA31 ! FA32 41.4 1.5FA32 ! FA31 41.1 1.3FA13 ! FA29 23.3 0.8FA29 ! FA13 23.5 0.9FA31 ! FA12 19.2 1.4FA12 ! FA31 41.5 1.7FA32 ! FA13 30.1 2.3FA13 ! FA32 41.3 1.6FA32 ! FA12 14.6 0.9FA12 ! FA32 37.4 1.4FA31 ! FA13 14.9 0.9The results show that the hando� laten
y in
reases linearly with the hierar
hy levelat least up to fourth level. In this test bed the delay due to one hierar
hy level is 11ms.Pa
ket loss, laten
y and order with lo
ation updatesThis test des
ribes the pa
ket routing 
hara
teristi
s with hando�s. To better understandend-to-end e�e
ts requires a 
loser analysis of what happens to individual pa
kets duringa hando�. Udp
at and udplisten programs were made for pa
ket loss, laten
y, dupli
atesand order testings. Udp
at sends UDP [23℄ pa
kets a
ross the IP network to the udplistenprogram in 
ertain interval. Every UDP pa
ket 
ontains an in
reasing serial number.Udplisten saves the serial number and timestamp of the re
eived pa
kets into a log �le.Udplisten 
an also initiate lo
ation updates in the MN via API 
alls if it is started in thesame host as the MN is running in.
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ket size was 1024 bytes and the throughput 100 kB/s, 100pa
kets per se
ond. Thus the average interval between pa
kets was 10ms. Both the dire
-tions from CN to MN and from MN to CN were tested by sending 30000 pa
kets severaltimes. Generated log �les were parsed to obtain needed information. I tested the systemwithout lo
ation updates when the MN was registered to the FA31. Without lo
ationupdates no pa
ket order 
hanges or dupli
ates o

urred in both dire
tions. Maximumdelay was between 20ms and 400ms in both dire
tions. 270000 pa
kets were sent from CNto MN and 2 pa
kets were lost (0.000007%). From MN to CN dire
tion 840000 pa
ketswere sent and 10 pa
kets was lost (0.00001%). Both pa
ket losses are negligible but showsthat pa
kets are lost without lo
ation updates also.Table 6.2 
ontains the pa
ket losses per lo
ation update with data stream from CN toMN. The test in
luded almost 8000 lo
ation updates per transition. The lo
ation updateinterval was one se
ond. If every pa
ket during the hando� is lost the estimated pa
ketloss depends on the transition. If all pa
kets are lost during the hando�, in 20ms hando�two pa
kets are lost. The minumum hando� laten
y in Table 6.1 is 14ms and maximum41ms. Thus, with non-optimized hando�s the pa
ket loss per lo
ation update would bearound one to four pa
kets.Transitions were tested in group. First the MN for
ed lo
ation update to the FA11and then to the FA31 then to the FA29 et
. The udplisten program re
eived UDPpa
kets and for
ed lo
ation updates in the MN, logged every re
eived pa
ket into a log�le and marked lo
ation updates in to the log �le. Lo
ation update started when theudplisten program used the MN API to 
hange the for
ed FA. After that the MN wasfor
ed to update lo
ation to the for
ed FA IP address. When MN re
eived the replyand the lo
ation update was su

essful it replied to the udplisten program through theAPI. Udplisten program marked the lo
ation update end to the log �le. All lost pa
ketsbetween the lo
ation update starting mark and 100ms after the lo
ation update endingmark were in
luded into the pa
ket loss 
al
ulations. The average number of dupli
ated



CHAPTER 6. PERFORMANCE ANALYSIS 48Table 6.2: Data stream from CN to MN: pa
ket losstransition lost pa
kets/updateFA11 $ FA31 0.00FA31 $ FA29 0.00FA29 $ FA32 0.00FA31 $ FA13 0.00FA12 $ FA15 0.00FA15 $ FA31 0.03FA32 $ FA11 0.07FA13 $ FA12 0.10pa
kets in the 30000 pa
ket sending session was 0.98 pa
kets (0.003% of all pa
kets) andthe average number of pa
kets that 
hanged order was 0.76 pa
kets (0.003% of all pa
kets).The maximum pa
ket delay between re
eived pa
kets per 30000 pa
kets session 
hangedbetween 23ms and 700ms. Average delay was 10ms, as expe
ted.Table 6.3 
ontains the pa
ket losses per lo
ation update with data stream from MNto CN. The test in
luded 20000 lo
ation updates per transition. The lo
ation updateinterval was 300ms. Transitions were tested separately. The average number of dupli
atesin the 30000 pa
ket sending session was 0.006 pa
kets (0.000% of all pa
kets) and theaverage number of pa
kets that 
hanged order was 0.44 pa
kets (0.002% of all pa
kets).The maximum pa
ket delay between re
eived pa
kets per 30000 pa
kets session 
hangedbetween 20ms and 400ms. Average delay was 10ms, as expe
ted. In this test it wasexpe
ted that every lost pa
ket was due to the lo
ation update. The number of lostpa
kets varied depending on the transition.Table 6.3: Data stream from MN to CN: pa
ket losstransition lost pa
kets/updateFA11 $ FA31 0.27FA31 $ FA29 0.27FA29 $ FA32 0.00FA31 $ FA13 0.15FA12 $ FA15 0.14FA15 $ FA31 0.00FA32 $ FA11 0.00FA13 $ FA12 0.00The results show that pa
kets are lost during a hando� in some transitions. Addi-
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ket loss distribution di�ers with data streams from MN toCN and from CN to MN.End-to-end performan
eEnd-to-end performan
e was measured as throughput. In the test the lo
ation updatefrequen
y was in
reased and UDP and TCP data stream throughput was measured. Athroughput suitable for video streams of 1.4 Mbps, su
h as a near TV-quality MPEG-1 [46℄,was 
hosen as the speed for the data streams. Motivation for the latter measurements wasto �nd out how frequently the lo
ation updates 
ould be performed with the systemwhen using a representative multimedia appli
ation. End-to-end performan
e depends onthe pa
ket routing 
hara
teristi
s that the previous test identi�ed. Espe
ially the TCPproto
ol is more sensitive for pa
ket loss and delay than UDP whi
h 
an be seen from theFigure 6.4.Lo
ation updates were for
ed so that the MN started a new registration with givenintervals. If the MN 
ould not 
omplete the previous registration before the new onebegan, a s
ript added a �rewall �lter to drop the in
oming pa
kets from the CN until aregistration su

eeded. This 
orresponds to the situation in whi
h the MN is too fast forthe registration pro
edure to 
omplete in time. Figure 6.4 
ontains the throughput graphand Table 6.4 shows the data points more a

urately.Throughput tests were made with netperf. It is a ben
hmark that 
an be used tomeasure various aspe
ts of networking performan
e. The primary fo
us of the netperf ison bulk data transfer and request/response performan
e using either TCP or UDP andthe Berkeley So
kets interfa
e [47℄. So
ket send and re
eive sizes were 1024 bytes withUDP stream and 4096 bytes with TCP stream. 60 se
ond throughput test was repeatedseveral times with ea
h lo
ation update interval.
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UDP thoughputFigure 6.4: UDP and TCP throughput with lo
ation updatesE�e
ts of the link quality to throughputThe 802.11 link layer has several power levels for sending data a
ross the air [41℄. There
eived SQ level depends on the power level of the sending partner and the surroundingenvironment e.g. walls, distan
e to the signal sour
e, and the position of the antennas.The throughput was 
oarsely tested with di�erent SQ levels to get a high level pi
tureof the WLAN performan
e. Channel 6 was used with this test. Bulk UDP data streamthroughput was measured with the netperf ben
hmark tool.Test in
luded two hosts, the AP and the MN. The SQ level was monitored and whena wanted range was a
hieved the netperf was used to test the bulk UDP data streamthroughput from AP to the MN. Ea
h test lasted 120 se
onds and every re
eived UDPpa
ket in the MN was measured to get the SQ level. Totally 16 di�erent ranges of SQlevels was measured. Figures from 6.5 to 6.12 shows the SQ histograms for the tests.Table 6.5 shows the 
orresponding UDP bulk transfer throughput obtained with ea
h SQlevel range. Test environment was an oÆ
e 
oor with dense walls (see Figure 6.13).The purpose for this test was to �nd out how the SQ a�e
ts the throughput in thenetwork level. It 
an be seen that the throughput is relatively stable with SQs greater than



CHAPTER 6. PERFORMANCE ANALYSIS 51Table 6.4: UDP and TCP throughput with lo
ation updatesLo
ation updates UDP throughput standard TCP throughput stdandardper se
ond (MB/s) deviation (MB/s) (MB/s) deviation (MB/s)50.00 0.00 0.00 0.00 0.0020.00 0.68 0.16 0.13 0.0313.33 1.19 0.17 1.12 0.1010.00 1.34 0.07 1.12 0.108.00 1.37 0.02 1.22 0.056.67 1.38 0.01 1.26 0.045.71 1.38 0.00 1.29 0.035.00 1.38 0.00 1.30 0.021.33 1.38 0.00 1.33 0.021.00 1.38 0.00 1.33 0.020.67 1.38 0.00 1.33 0.020.50 1.38 0.02 1.34 0.010.33 1.38 0.01 1.34 0.010.25 1.38 0.00 1.34 0.010.20 1.38 0.00 1.34 0.010.17 1.38 0.00 1.34 0.020.14 1.38 0.00 1.33 0.050.13 1.38 0.01 1.34 0.010.11 1.38 0.01 1.34 0.010.10 1.38 0.00 1.33 0.0410 dB. When the SQ is very low pa
kets are dropped. Lower and thin histograms revealsthis also. This test also shows that the SQ values with the Lu
ent WLAN 
ards 
hangesabout 7 dBs when the re
eiving and transferring 
ards are not moving. The estimate wasthat the SQ distribution generally sharpens when the SQ values in
rease. Unfortunately,this is not true all the time as 
an be seen from the �gures. The 
hanging power levels inthe WLAN 
ards a�e
t the SQ distribution.The test results 
an be used to 
on�gure the monitor. For example the min-balan
e
on�guration variable would be good to set to 10 or above with IEEE 802.11 
ompliantWLAN 
ards from Lu
ent.Di�erent poli
ies and 
on�gurationsMonitor supports four di�erent poli
ies: newest-FA, eager-swit
hing, short-interval andthe default poli
y. Additionally di�erent 
on�guration parameters are available for �netuning and adjusting in di�erent environments and with di�erent link te
hnologies.In this test the SQ environment re
ording and re-playing system was used. Fig-ure 6.13 shows the pla
es for di�erent APs in the oÆ
e environment and route traveled
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Figure 6.5: SQ 0 { 15 dB and SQ 5 { 20 dB
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Figure 6.6: SQ 10 { 25 dB and SQ 15 { 30 dB
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Figure 6.7: SQ 20 { 35 dB and SQ 25 { 40 dB
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Figure 6.8: SQ 30 { 45 dB and SQ 35 { 50 dB
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Figure 6.9: SQ 40 { 55 dB and SQ 45 { 60 dB
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Figure 6.10: SQ 50 { 65 dB and SQ 55 { 70 dB
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Figure 6.11: SQ 60 { 75 dB and SQ 65 { 80 dB
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Figure 6.12: SQ 70 { 85 dB and SQ 75 { 90 dB



CHAPTER 6. PERFORMANCE ANALYSIS 55Table 6.5: Throughput in di�erent signal quality rangesSQ range (dB) UDP throughput (MB/s)0 { 15 0.175 { 19 0.8310 { 25 1.5815 { 30 1.5820 { 35 1.5825 { 40 1.5830 { 45 1.5835 { 50 1.5840 { 55 1.5845 { 60 1.5850 { 65 1.5855 { 70 1.5860 { 75 1.5865 { 80 1.5870 { 85 1.5875 { 90 1.58by the mobile user. The route is marked with numbered bullets from 1 to 50. Figure 6.14shows the re
orded SQT set and the bullets in time line.Monitor testingsI tested the monitor with two di�erent settings with the re
orded SQT set. Table 6.6shows the two settings. Additionally a test was made without the help of the monitor e.g.the SQ sensor, SQ 
olle
tor and SQ analyzer. The devi
e driver was enhan
ed to droppa
kets when the SQ is low. Table 6.7 shows the 
orresponding SQ for ea
h droppingper
ent. Pa
ket dropping was used to simulate the wireless media and to �nd out thedi�eren
es between the tests. The SQT set was re-played with the two di�erent monitorTable 6.6: Monitor settingsSetting 1 Setting 2Threshold 50 1Min-balan
e 10 13Expireper
ent 50 50Old-FA-fa
tor 50 50Worst-min-time 10 10Worst-max-time 20 20Average-length 1 3Early-expire OFF OFFNewest-FA OFF OFFEager-swit
hing ON OFF
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ket dropping per
ent bound to the SQSQ (dB) Pa
ket drop per
ent<= 4 100%5 90%6 75%7 33%8 20%9 10%settings and without the monitor. Figure 6.15 
ontains the three di�erent graphs thatwere re
orded by the monitor. X axis des
ribes time and y axis the SQ level and lostpa
ket amount in last one se
ond. The Udplisten and udp
at programs were used to
ood 100 UDP pa
kets per se
ond from CN to the MN while re-playing the SQT set.Thus, the maximum pa
ket loss amount is 100. Lost pa
kets were 
al
ulated and markedinto the graph with impulses. The FAs that the monitor used 
an be seen in the �gureswith di�erent 
olors. A hando� has o

urred when the 
olor 
hanges. Table 6.8 shows thenumber of lo
ation updates and lost pa
kets with these three s
enarios.Table 6.8: Monitor testing resultsPlain Mobile IP Monitor settings 1 Monitor settings 2Lost pa
kets 2179 66 117Lo
ation updates 8 63 9With plain Mobile IP settings SQ values are not used in FA sele
tion. MN swit
hesthe FA if the agent advertisement lifetime expires. The agent advertisement interval is
ru
ial sin
e it determines the lifetime for the advertisement. By default it is three timesthe agent advertisement interval.With plain Mobile IP setting the MN loses 
onsiderably more pa
kets than with themonitor. MN with monitor settings 1 does lo
ation updates very eagerly 
ompared to theother two, but the pa
ket loss is lower. Eager-swit
hing is not the best poli
y sin
e itmakes lo
ation updates mu
h more frequently than the other two. When monitor settings2 is used the pa
ket loss is low and the number of lo
ation updates is almost as low aswith the plain Mobile IP setting. The threshold with monitor setting 2 was set to 1 and
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e to 13 whi
h makes the MN swit
h the MA when the 
urrent MA priority isbelow 13. Additionally the average-length was 3 with setting 2 whi
h makes the prioritiesmore stable than with the setting 1. All these 
hanges in the setting 2 de
reases thelo
ation updates 
ompared to the setting 1.6.3 Hando� proto
ol analysisThe hando� proto
ol that the system provides uses horizontal MCHOs. They are softand 
lassi�ed as forward type hando�s. Additionally the hando� 
an be des
ribed as atwo-phase hando�. In the �rst phase the route for downstream pa
kets is 
hanged andin the se
ond phase the upstream route for the pa
kets is 
hanged. In the latter thesystem is in a state where the up- and downstream pa
kets are routed via di�erent APs.After the se
ond phase the hando� has 
ompleted. This is possible only with soft hando�.Figure 6.16 illustrates the two-phase hando�.Lo
ality is exploited be
ause of the hierar
hi
al stru
ture of the FAs. The lo
alizedlo
ation updates reuses partially the path between MN and HA, and depending on theFA hierar
hy the re-used path may be relatively long. The lower in the hierar
hy theSFA is the longer is the re-used path in the FA hierar
hy during the lo
ation update. Ina MA sele
tion pro
ess radio hints are used to a
hieve seamless and glit
hless hando�s.This is possible be
ause of the �ner granularity in FA 
omparison and dire
t knowledgeof the wireless data path SQ 
hara
teristi
. Coarsely, the better the SQ the better thepa
ket delivery and thus better 
ommuni
ation availability. No hando� request queuingis performed in the FAs.S
alability issues are not tested. The soft hando� does not use neither spe
i�
bu�ers nor multi
asting for pa
ket loss prevention. Signaling load is shared in the hier-ar
hi
al stru
ture with lo
alized lo
ation updates. These two things might improve thes
alability with multiple MNs but need to be tested and analyzed more throughly. TheHUT Dynami
s Mobile IP supports signaling prioritization. Signling is prioritized over
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kets, whi
h makes it more tolerable for 
ongestion in the network.Servi
e disruption time is 
omparable to the glit
hes that the MN or CN experien
esduring data stream transfers. Lost pa
kets, pa
ket order 
hanging and relatively highlaten
ies are sour
es for servi
e disruptions. Servi
e disruption a�e
ts 
ommuni
ationavailability. The more the servi
e is disrupted the worse the 
ommuni
ation availabilitybe
omes. With WLANs pa
ket loss 
an not be eliminated 
ompletely if the AP 
overage issparse. Even in dense WLANs the re
e
tion and interferen
e may 
ause servi
e disruption.The soft hando� with the lo
alized lo
ation updates 
ompletes relatively fast and thepa
ket loss rate is negligible. Data streams like UDP and TCP perform well with up to�ve lo
ation updates in one se
ond. In an oÆ
e environment su
h a high lo
ation updatefrequen
y is highly improbable and may indi
ate that the WLAN ar
hite
ture should bere-planned.The tree like stru
ture of the FA hierar
hy does not have any loops, but that alonedoes not prevent data looping. Data looping in the FA hierar
hy is eliminated with routingrules and routing tables with bla
k-hole routes.6.4 Comparison with related workSrinivasan Seshan in his Ph.D. thesis made hando� laten
y, pa
ket loss and pa
ket dupli-
ate measurements [28℄. In his implementation the hando� laten
y is measured betweenthe registration request message and �rst data pa
ket 
oming from the new AP. The im-plementation from Seshan does not use any registration reply messages. My test measuredthe laten
y between the registration request message and the registration reply message.In our two-phase hando� the MN may re
eive data pa
kets from the old AP before theregistration reply has arrived to the MN. Additionally, our hando� proto
ol uses replayprote
tion and authenti
ation whi
h in
reases the hando� delay. The implementationfrom Seshan does not take 
are of the se
urity issues. Thus, the hando� laten
y resultsare not dire
tly 
omparable.
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ket loss during hando�s with a bit higher data rate as Ihave done, 1024 byte pa
kets with 1.0 Mbit/s data rate. Without bu�ering or multi
astingthe implementation of Seshan lost several pa
kets per hando� (2-5). Even with multi
ast-based hando�s the pa
ket loss rate was several pa
kets. When bu�ering was used withmulti
asting the pa
ket loss rate was negligible. In our implementation the pa
ket lossrate is negligible without multi
asting or bu�ering.Fikouras et al. measured the traÆ
 disruption time with Mobile IP and with di�erenthando� poli
ies [7℄. The traÆ
 disruption time with Mobile IP hando�s and UDP traÆ
was up to six se
onds and with TCP traÆ
 more than ten se
onds. They did not usehierar
hi
al Mobile IP or SQ values to determine the best FA to register with. Theirmeasurements showed that eager swit
hing was the best 
hoi
e when traÆ
 disruptiontime is minimized. In my tests the eager swit
hing poli
y behaved worse than the default-poli
y. Additionally, servi
e disruption times were negligible in our environment.
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Figure 6.13: AP lo
ations in a sample oÆ
e environment
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Figure 6.14: SQT set re
orded in the oÆ
e environment
Every FA between the LFA and 
the SFA prepares the downstream
route for the MN

Every FA between the SFA and the LFA
prepares the upstream route for the MN

MN sends location update
request to the new LFA and sends the location update request

reply

SFA changes the downstream route MN receives the reply and changes
the upstream route to the new FA

PHASE   I PHASE   IIFigure 6.16: Two-phase hando�
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Figure 6.15: Plain Mobile IP and SQT replay with monitor settings 1 and SQT replaywith monitor settings 2



Chapter 7Con
lusions
I developed a general event driven node sele
tion me
hanism based on the radio link signalqualities. I enhan
ed the Dynami
s { HUT Mobile IP system to support glit
hless andseamless hando�s in wireless lo
al area networks. Con�gurable mobility agent sele
tionsystem in the mobile node is based on prioritization and te
hniques that a�e
t the prior-ities. I developed and made a signal quality environment emulator that 
an be used totest di�erent mobility agent sele
tion poli
ies and 
on�gurations. Additionally, I addedsupport for multiple interfa
es and devi
e hot swapping into the mobile node.The tested and enhan
ed system improves pa
ket delivery to and from the movingmobile node with the registered home IP address. Glit
hless and seamless hando�s areautomated in the mobile node. Hando� management does not a�e
t the pa
ket routinglaten
y although it may 
hange if the hierar
hy level of the lowest foreign agent 
hanges.Di�erent poli
ies and 
on�gurable hando� management with a modular implementationful�lls the modular node sele
tion 
riteria. Additionally, the mobility agent dete
tion andmobility agent sele
tion systems make possible for the mobile node to 
hoose the mobilityagent that o�ers best 
ommuni
ation availability.� The enhan
ements help the user to swit
h from the wired oÆ
e network to theWLAN. It also improves the 
ommuni
ation availability sin
e the user 
an atta
hto the network more easily and still maintain 
onne
tions over di�erent media. Themobile user 
an 
hange the poli
y and hando� management parameters dynami
ally63



CHAPTER 7. CONCLUSIONS 64while moving and without disturbing the 
ommuni
ation sessions. Thus, the systemis 
exible and adaptively adjusts to the needs of the user.� With soft hando�s neither bu�ering nor multi
asting is required to get seamlesshando�s. Soft hando� 
apable peer-to-peer link te
hnologies enable simpli
ity bothon the link and on the network layer. Thus, the implementation is simpler andmore robust. On the other hand, this solution requires soft hando� 
apable point tomultipoint link layer su
h as the Ethernet like IEEE 802.11 ad ho
 mode network.� The solution is not dependent on the hando� management below the network layer.Thus, it is also independent of the underlying physi
al 
hara
teristi
s of the link levelradio te
hnology. Although it uses the link level signal quality values when availableto a
hieve the needed 
ommuni
ation availability, there are di�erent link level radiote
hnologies that provide this information. In Mobile IP the mobile node 
ontrolsthe hando� management in the network layer. With respe
t to this the ad ho
 modesuits well for this system. With newest-FA poli
y mobile node 
an be used in thewireless 802.11 infrastru
ture network also.� The priority based foreign agent 
omparison is feasible be
ause it is not boundto the signal quality values and thus only WLANs. With priorities di�erent valuefun
tions 
an be 
ombined to get the overall priority and the best 
hoi
e over di�erentpossibilities. Priority degradation is one example of the value fun
tions and 
anbe used to improve 
ommuni
ation availability in a more reliable way. Priorityin
reasing supports re
overing when priority de
reasing is used. Both the priorityde
reasing and the priority in
reasing together make the system more tolerable ontemporary and stati
 failures of a

ess points or network 
onne
tions.� Signal quality awareness is a simple but e�e
tive way to improve the 
ommuni
ationavailability without extending mobility proto
ols. It is s
alable and independent,from intra-WLAN through mi
ro mobility to ma
ro mobility.



CHAPTER 7. CONCLUSIONS 65� The tests showed that hierar
hi
al Mobile IP with signal quality awareness andtwo-phase hando� supports mi
ro mobility. This is unique and has not been donebefore. Hando�s 
an be done more frequently than is on average needed in an oÆ
eenvironment. Five hando�s per se
ond with negligible pa
ket loss and with sessionmaintenan
e is suÆ
ient for even higher needs.The hando� proto
ol uses sparingly the radio 
hannel sin
e it does not send multiplesignaling messages during a hando�. The registration request is used to initiate lo
ationupdates and the registration reply is used for authenti
ation purposes and to �nish the two-phase hando�. The solution is ar
hite
turally natural with Internet mobility on WLANswhere the smart mobile hosts 
an operate independently and the network is simple. Thus,I have demonstrated that a network-layer hando� support model in the mobile node issuÆ
ient for 
ontinuous 
ommuni
ation availability in mobile networks.7.1 Future workFuture work in
ludes s
alability measurements with multiple mobile nodes under the sameforeign agent hierar
hy and a home agent. Hard hando� management is required when
hannel swit
hing o

urs in an ad ho
 mode wireless lo
al area network and is part ofthe future work. Future work in
ludes also dynami
 parameters in the foreign agent andagent advertisements to support mobility agent sele
tion in the mobile node.
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